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Abstract
The paper is devoted to creation and approbation of method of semantic features estimation for political pro-
paganda techniques detection using transformer neural networks was proposed, which allows to achieve an
increase in explainability level of decisions made by transformer neural networks regarding the presence of
political propaganda techniques by assessing semantic features manifestation, as well as to increase the accuracy
of identification of gray and black propaganda techniques. This effect is achieved by using additional semantic
features for political propaganda techniques and modified architecture of transformer neural networks that
analyze not only text data, but also additional vector of numerical values of semantic features. Applied study of
developed method of semantic features estimation for political propaganda techniques detection using transformer
neural networks revealed significant increase in the detection accuracy of 5 political propaganda techniques
(“Appeal to Fear-Prejudice”, “Repetition”, “Causal Oversimplification”, “Minimisation” and “Appeal to Authority”)
and slight increase in the detection accuracy of 4 political propaganda techniques (“Red Herring”, “Exaggeration”,
“Whataboutism” and “Thought Terminating Cliches”), the method was recognized as more effective for these
techniques than existing analogues. For 8 political propaganda techniques (“Loaded Language”, “Labeling”, “Name
Calling”, “Black and White Fallacy”, “Slogans”, “Doubt”, “Reductio ad Hitlerum” and “Flag-Waving”) detection
accuracy increased slightly or did not increase, the method was recognized as parity for these techniques with ex-
isting analogues. For developed method, minimum accuracy of propaganda techniques detection is 0.85, maximum
accuracy is 0.97, and average accuracy is 0.89. The developed method has significant potential for achieving the
Sustainable Development Goals No. 4 and No. 16, in particular in increasing media literacy and critical thinking
among the population. This will contribute to strengthening democratic institutions and ensuring transparency
in political decision-making, which is important step in fight against disinformation and manipulation.
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1. Introduction

In the modern information society, political propaganda has become a powerful tool for manipulating
public consciousness [1]. The use of propaganda techniques in media and social networks contributes
to distortion of reality, spread of disinformation and reduction of trust in information sources. This
negatively affects civil society and democracy, creating distorted perception of events [2], as well as
influencing elections and political decisions. The development and spread of political propaganda is
also facilitated by the development of NLP, which generates large volumes of artificially created texts,
which are increasingly difficult to distinguish from those written by person [3].

At same time, existing methods for detecting propaganda remain insufficiently effective, as they
do not cover the entire spectrum of manipulations and do not take into account additional semantic
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features that are characteristic of propaganda.
The methodology for evaluating semantic features for detecting political propaganda techniques using

neural networks-transformers contributes to the achievement of Sustainable Development Goal (SDG)
No. 16 (Peace, justice and strong institutions) by ensuring transparency of the information environment
and increasing trust in institutions, as well as SDG No. 4 (Quality education) by developing media literacy
and critical thinking of the population, which allows for effective counteraction to disinformation [4].
This emphasizes the importance of developing automated tools for detecting propaganda manipulations,
which will contribute to a more conscious perception of information by users.

The paper aim is to increase the level of decisions explainability made by neural networks-transformers
regarding the detection of used political propaganda techniques and increase the accuracy of identifying
gray and black propaganda techniques.

The main paper contribution is proposed method of semantic features estimation for political propa-
ganda techniques detection using transformer neural networks, which differs from existing ones by
additional explanation of decisions made regarding the presence of used political propaganda techniques
based on set of available semantic features and modified architecture of transformer neural networks
that analyze not only text data, but also additional vector of features numerical values.

2. Related works

The problem of detecting propaganda remains relevant, as new methods of influencing the audience are
constantly emerging, and techniques for synthetic text generation for the dissemination of propaganda
messages are also developing. In this regard, an important task is the continuous monitoring of modern
approaches to the creation of such content and the improvement of tools for their identification,
which will contribute to increasing the level of information security and effective counteraction to
disinformation. Therefore, the task of detecting political propaganda is in the field of view of scientists
in the field of NLP.

Research [5] shows mixed results regarding the ability of LLMs to identify propaganda techniques in
news texts. 14 techniques were considered: “Appeal to Authority”, “Appeal to fear prejudice”, “Band-
wagon, Reductio ad hitlerum”, “Black-and-White Fallacy”, “Causal Oversimplification”, “Exaggeration,
Minimisation”, “Doubt”, “Flag-Waving”, “Loaded Language”, “Name Calling, Labeling”, “Repetition”,
“Slogans”, “Thought-terminating Cliches”, “Whataboutism, Straw Men, Red Herring”. In experiments
conducted on the annotated SemEval2020 Task 11 corpora, the best performance reached 64.53% for the
recall metric and 81.82% for the precision metric, but no model surpassed the baseline F1 score of about
50%. The maximum F1 score of 20% was significantly lower than the baseline, highlighting the limita-
tions of generative models in reproducibility. When analyzing Polish texts, GPT-4 showed an accuracy
of 74% for binary classification (detecting the presence of propaganda) and 69% for the classification of
specific techniques. These results indicate the relative success of the model in low-resource conditions,
although its performance remains far from the level required for practical use.

The use of machine learning to detect propaganda content on social media was also investigated by
Khanday et al. [6]. Given that platforms such as Twitter are often used to manipulate user behavior, the
authors emphasize the need for automated approaches to identifying such content. Using data collected
using the social network API, the effectiveness of various models was evaluated. The results showed
that neural networks, in particular the Long Short Term Memory (LSTM) architecture, demonstrate
high accuracy in detecting propaganda. The achieved accuracy level was 77.15%, which indicates the
promise of this approach. The authors note that the use of more modern models such as BERT can
provide even better results in future studies.

Chaudhari and Pawar [7] explores the problem of identifying propaganda in media in resource-
constrained languages, in particular Hindi, which is complicated by the lack of necessary linguistic tools
and pre-trained models. Despite significant progress in detecting propaganda for English-language
content, classifying propaganda in Hindi requires the creation of new approaches and localized resources.
The study developed the H-Prop-News corpus to create vector representations of words (Word2vec),
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which became the basis for training the models. Three deep neural networks (CNN, LSTM, Bi-LSTM)
and four transformer models (multi-lingual BERT, Distil-BERT, Hindi-BERT, Hindi-TPU-Electra) were
tested. The best results were obtained by multi-lingual BERT and Hindi-BERT, which demonstrated the
highest F1 score of 84% on the test dataset. The researchers used the RoBERTa language model to detect
propaganda techniques in news articles [8]. The model was evaluated using the SemEval-2020 Task 11
reference dataset, showing the ability to detect complex propaganda techniques, outperforming the
baseline model with an F1-score of 60.2%. In turn, another study by Jones [9] analyzed the capabilities
of large language models (LLMs), in particular the GPT-3.5-Turbo model from OpenAI, to detect signs of
propaganda in news. Using the technology underlying ChatGPT, the researchers examined texts for the
presence of propaganda techniques identified in previous works [10]. A refined query was developed,
which was combined with news from the Russia Today (RT) network and the SemEval-2020 Task 11
dataset to identify propaganda techniques. The results showed that the LLM technology is able to
make reasonable conclusions about propaganda, although the detection accuracy is only 25.12% on the
SemEval-2022 dataset. However, it has the potential to become a useful tool for detecting propaganda
among media consumers and journalists.

In [11], the performance of BERT, RoBERTa, and DeBERTa models combined with different data
augmentation methods for detecting propaganda texts is analyzed. Abdullah et al. [11] achieved an
F1 micro of 60% on the test set using an ensemble of these models. Another interesting direction is
the study of the language of propaganda and its stylistic features [12]. In [13], the PPN (Propagandist
Pseudo-News) dataset is presented, which is a multimodal, multilingual dataset consisting of news
articles extracted from websites recognized as sources of propaganda by expert agencies. A limited
sample from this dataset was randomly mixed with materials from the French press, and their URLs
were masked to conduct an annotation experiment in which people used 11 different labels. The results
showed that annotators were able to reliably distinguish between the two types of press for each
of the labels. The paper also proposes different NLP methods to detect features used by annotators
and compare them with machine classification. For this purpose, tools such as VAGO to measure the
fuzziness and subjectivity of discourse, TF-IDF as a base model, and four different classifiers are used:
two models based on RoBERTa, CATS using syntax, and one XGBoost combining syntactic and semantic
features.

The study by Krak et al. [14] considers the detection of 17 propaganda techniques: “Appeal to fear-
prejudice”, “Causal Oversimplification”, “Doubt”, “Exaggeration”, “Flag-Waving”, “Labeling”, “Loaded
Language”, “Minimisation”, “Name Calling”, “Red Herring”, “Repetition”, “Appeal to Authority”, “Black
and White Fallacy”, “Reductio ad hitlerum”, “Slogans”, “Thought terminating Cliches”, “Whataboutism”.
Higher efficiency of using neural network models of transformers compared to recurrent models and
traditional machine learning approaches was noted. At the same time, insufficient focus on the detection
of propaganda techniques by semantic features negatively affected the detection accuracy indicators.

Thus, from the reviewed publications it is summarized that despite the high popularity and importance
of this scientific direction, there is still a need to create methods that can increase the accuracy of
detecting both propaganda in general and its individual techniques. It is noted that the detection of
semantic features can increase the accuracy of detecting political propaganda techniques. Also, the low
explainability of neural network solutions is a problem.

3. Method design

Method of semantic features estimation for political propaganda techniques detection using transformer
neural networks is intended for evaluating text content for the presence of political propaganda
techniques and determining strength of their manifestations. Additional semantic features [15] mean
various text features characteristic of certain propaganda techniques. Table 1 shows the averaged
indicators of the strength of semantic features manifestations, such as “Emotionality of the text” [16],
“Bullying” [17], “Fear” [18] and “Hate speech” [19] in the context of political propaganda techniques.
Table 1 is derived by analyzing reference texts containing propaganda techniques.
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Table 1
Average strength of semantic features manifestations for propaganda techniques.

Propaganda techniques Text emotionality Bullying Fear Hate speech

“Appeal to Fear-Prejudice” 0.7 0.5 0.8 0.7
“Causal Oversimplification” 0.4 0.4 0.4 0.3
“Doubt” 0.5 0.4 0.7 0.5
“Exaggeration” 0.8 0.4 0.7 0.6
“Labeling” 0.7 0.4 0.5 0.7
“Loaded Language” 0.8 0.4 0.5 0.8
“Minimization” 0.4 0.4 0.4 0.3
“Name Calling” 0.8 0.7 0.5 0.8
“Reductio ad Hitlerum” 0.9 0.7 0.9 0.9
“Whataboutism” 0.5 0.4 0.4 0.7

To estimate the strength of semantic features, the set of neural networks of transformer architecture
was used, namely RoBERTa [20], pre-trained on corresponding binary datasets taken from Kaggle. The
datasets used, which are originally in English, were translated into Ukrainian using machine translation
before use. The RoBERTa version was chosen because it is capable of working with Ukrainian language
and is an optimized version of BERT [21].

The scheme of method of semantic features estimation for political propaganda techniques detection
using transformer neural networks in text content, which is aimed at increasing the accuracy of detecting
political propaganda techniques, is shown in figure 1.

Figure 1: Scheme of method of semantic features estimation for political propaganda techniques detection
using transformer neural networks.

The input data of the method are text for analysis, trained neural network models for assessing
the strength of semantic features manifestations, and trained transformer neural network models for
assessing the strength of political propaganda techniques manifestations.

The Step 1 is preprocessing and tokenization for assessing the strength of political propaganda
semantic features manifestations. It includes the removal of stop words and tokenization for each of
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the 4 neural networks that determine “Text Emotionality”, “Bullying”, “Fear” and “Hate Speech”. The
removal of stop words is common to all neural networks, but tokenization is adaptive for each of neural
networks by the tokenizer used during training.

In Step 2, neural network estimates the strength of semantic features manifestations. The score is
displayed in the range from 0 to 1, where 0 is the absence of semantic feature manifestation, and 1 is
the undeniable presence.

Step 3 involves preprocessing and tokenization to estimate the strength of political propaganda
techniques used. It also includes tokenization adapted for each of 17 trained transformer neural
networks.

In the Step 4 of combining text representations with numerical vector of the strength of semantic
features, different types of data are integrated to improve the classification of the political propaganda
techniques used. The data transformation process in the process of neural network detection of semantic
features and political propaganda techniques is shown in figure 2.

Figure 2: Data transformation scheme for classifying propaganda techniques by semantic features.

Neural network estimation of the strength of political propaganda techniques is the last Step 5, which
is performed on the merged data by modified transformer neural network architecture. Method of
semantic features estimation for political propaganda techniques detection using transformer neural
networks consists in using deep learning architectures, in particular BERT-based models, supplemented
with additional numerical vectors that express the strength of semantic features manifestation. The
main idea of this is to improve the accuracy of classification of texts containing propaganda techniques
by combining contextual information from the text and specific features that indicate various emotional
or manipulative elements. The result in the form of a neural network estimation of the available
political propaganda techniques will have a partial additional explanation in the form of neural network
estimates of the presence of semantic features.

The transformer model architecture includes two main components: the BERT model, which is used
to obtain contextual vector representations of the text, and an additional layer for processing numerical
semantic features. The BERT model efficiently encodes text, taking into account both the previous and
the following words, which allows for a deeper understanding of semantic connections. At the same
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time, numerical semantic features pass through separate layer, which highlights important features and
reduces their dimensionality.

After that, the outputs from both components are combined and passed to the final classifier, which
determines the probability of propaganda techniques presence in the text. This approach allows the
model to take into account both deep semantic connections and specific emotional and manipulative
features, which significantly improves the accuracy and reliability of detecting political propaganda
techniques.

4. Experiment

To test the method, software was created in the form of web application for classifying political
propaganda techniques by semantic features (figure 3). The following tools were used to develop the
web application: Flask microframework [22] and Python programming language. The capabilities of
Google Colab cloud service were used to train neural network models [23]. Used libraries for working
with data and neural networks: Sklearn [24], Tensorflow [25], NumPy [26], Pandas [27].

Figure 3: View of developed web application for classifying political propaganda techniques.

To train the transformer models, the dataset from previous studies was used, which was modified so
that the text containing each political propaganda technique was placed in separate directory. After
such redistribution, statistics were derived for the available texts representing political propaganda
techniques. The distribution statistics are shown in figure 4.
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Figure 4: Statistics of the number of texts representing propaganda techniques, pcs.

As can be seen from figure 4, some political propaganda techniques, such as “Bandwagon”, “Confu-
sion”, “Intentional Vagueness”, “Obfuscation” and “Straw Men”, are listed in a critically low number,
so creating separate trained neural networks-transformers for them is not advisable. These data are
combined into the category “Other propaganda techniques”, but in such a way that the available set
does not contain other political propaganda techniques other than the five listed. Since the neural
networks-transformers are already pre-trained, further training can be applied to the remaining political
propaganda techniques. From the dataset considered above, for each of 17 typical transformer models,
child datasets were formed that satisfy the following requirements [14]:

• have texts with specific propaganda technique;
• as opposed to using the set “Other Propaganda Techniques” supplemented with texts without

propaganda and texts representing other propaganda techniques different from the target type.

These datasets undergo additional labeling by neural networks before training to identify semantic
numerical features and are subsequently trained for each political propaganda technique.

5. Results and discussion

The results of experiments using the developed software implementation for classifying propaganda
techniques by semantic features are given in table 2.

Graphical representation of table 2 results is shown in the diagram in figure 5.
The proposed method of semantic features estimation for political propaganda techniques detection

using transformer neural networks to increase the accuracy of detecting political propaganda techniques
demonstrates noticeable improvements in accuracy compared to well-known analogues [10] and our
own previous studies [14]. The overall analysis of the results indicates a significant increase in the
effectiveness of the new method, which indicates its potential for use in automated media content
analysis systems.

A slight improvement in accuracy (by 0.01) is observed for several political propaganda techniques:
“Appeal to fear-prejudice”, “Causal Oversimplification”, “Minimisation”, “Repetition”, “Appeal to Au-
thority”. The “Appeal to fear-prejudice” technique showed a slight increase from 0.87 to 0.88, “Causal
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Table 2
Comparison of accuracy of proposed and existing approaches.

Political propaganda techniques Existing analogues Previous research Developed method

“Appeal to fear-prejudice” 0.77 0.87 0.88 (+0.01)
“Causal Oversimplification” 0.7 0.82 0.83 (+0.01)
“Doubt” 0.17 0.93 0.91 (-0.02)
“Exaggeration” 0.54 0.8 0.82 (+0.02)
“Flag-Waving” 0.64 0.92 0.91 (-0.01)
“Labeling” 0.47 0.96 0.93 (-0.03)
“Loaded Language” 0.54 0.97 0.97 (0.00)
“Minimisation” - 0.9 0.91 (+0.01)
“Name Calling” 0.47 0.92 0.9 (-0.02)
“Repetition” 0.36 0.94 0.95 (+0.01)
“Appeal to Authority” 0.77 0.89 0.9 (+0.01)
“Black and White Fallacy” 0.54 0.91 0.91 (0.00)
“Reductio ad hitlerum” 0.25 0.87 0.87 (0.00)
“Red Herring” 0.39 0.8 0.89 (+0.09)
“Slogans” 0.76 0.86 0.85 (-0.01)
“Thought terminating Cliches” 0.53 0.8 0.83 (+0.03)
“Whataboutism” 0.39 0.79 0.83 (+0.04)

Figure 5: Comparison of accuracy of detecting political propaganda techniques.

Oversimplification” increased from 0.82 to 0.83, “Minimisation” showed an increase from 0.90 to 0.91,
and “Repetition” from 0.94 to 0.95. “Appeal to Authority” also showed an increase in accuracy from 0.89
to 0.90. These improvements indicate the effectiveness of the new method in increasing the accuracy
of detecting these political propaganda techniques. Several political propaganda techniques showed
noticeable improvements. The “Exaggeration” technique improved from 0.80 to 0.82, the “Red Herring”
technique showed a significant improvement from 0.80 to 0.89, indicating success in detecting this
technique (an increase in accuracy of 0.09). The “Whataboutism” technique also showed significant
improvement from 0.79 to 0.83, and the political propaganda technique “Thought terminating Cliches”
has an improvement from 0.80 to 0.83.

There is a decrease in accuracy for some techniques. For example, the propaganda technique
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“Labeling” decreased from 0.96 to 0.93, and the technique “Name Calling” from 0.92 to 0.90. The accuracy
of the technique “Slogans” decreased from 0.86 to 0.85, and the technique “Doubt” from 0.93 to 0.91.
This indicates the need for further optimization of the methods for detecting these specific political
propaganda techniques.

There are also a number of techniques that have maintained their accuracy unchanged. “Loaded
Language” remained at 0.97, “Black and White Fallacy” at 0.91, and “Reductio ad hitlerum” at 0.87. This
indicates the stability of the proposed method in detecting these techniques.

In addition to increasing accuracy, proposed method also allows for additional clarification by
comparing results obtained with table 1. Accordingly, when analyzing the example from figure 3, within
the text “The Ukrainian state is on the brink of disaster! We could all witness the end of our independence.
The enemy is at every turn, and if we do not act immediately, a terrible fate awaits us all. They do not just
want to take our land – they seek to destroy our culture, language, identity. Our enemies are already inside
the country, hidden among us, and ready to strike at any moment. We must unite and fight, otherwise all
will be lost! Yesterday’s events on the border are just the beginning. Hundreds of thousands of soldiers are
gathering on our borders, preparing an offensive. The enemy is trying to intimidate us with his threats, and
we cannot afford to be weak. We need all the resources, all our strength and courage to confront this threat.
They exaggerate their strength, but this should not calm us – on the contrary, it should push us to action.”
(translated from Ukrainian), use of the propaganda techniques “Appeal to Fear-Prejudice” with a score
of 0.79 and “Exaggeration” with a score of 0.68 was determined. These political propaganda techniques,
according to Table 1, are characterized by the average values of the semantic features “Text emotionality”
0.7, “Bullying” 0.5, “Fear” 0.8, “Hate speech” 0.7 for the technique “Appeal to Fear-Prejudice” and “Text
emotionality” 0.8, “Bullying” 0.4, “Fear” 0.7, “Hate speech” 0.6 are averaged-characteristic for technique
“Exaggeration”.

According to the values obtained by software, the results correlate with the values in table 1 with
minor discrepancies. The discrepancies are also explained by the assessment of correlation of the test
text to standard, since “Appeal to Fear-Prejudice” is estimated at 0.79, therefore the neural network
has some doubts (in this example, the semantic feature “Text emotionality” is slightly overestimated
at 0.9, compared to average value of 0.7) and “Exaggeration” with score of 0.68 (all semantic features
differ from standard from 0.05 to 0.15). In general, proposed method demonstrates the high level of
adaptability and efficiency, significantly increasing the accuracy of detecting most of the considered
propaganda techniques and allowing for additional explanation of obtained neural network solutions.
This makes it the promising tool for automated analysis of media content aimed at identifying and
neutralizing political propaganda influences.

6. Conclusions

Method of semantic features estimation for political propaganda techniques detection using transformer
neural networks was proposed, which allows to achieve an increase in explainability level of decisions
made by transformer neural networks regarding the presence of political propaganda techniques by
assessing semantic features manifestation, as well as to increase the accuracy of identification of gray
and black propaganda techniques. This effect is achieved by using additional semantic features for
political propaganda techniques and modified architecture of transformer neural networks that analyze
not only text data, but also additional vector of numerical values of semantic features.

Applied study of developed method of semantic features estimation for political propaganda tech-
niques detection using transformer neural networks revealed significant increase in the detection
accuracy of 5 political propaganda techniques (“Appeal to Fear-Prejudice”, “Repetition”, “Causal Over-
simplification”, “Minimisation”, “Appeal to Authority”) and slight increase in the detection accuracy
of 4 political propaganda techniques (“Red Herring”, “Exaggeration”, “Whataboutism” and “Thought
Terminating Cliches”), the method was recognized as more effective for these techniques than existing
analogues. For 8 political propaganda techniques (“Loaded Language”, “Labeling”, “Name Calling”,
“Black and White Fallacy”, “Slogans”, “Doubt”, “Reductio ad Hitlerum”, “Flag-Waving”) detection accu-
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racy increased slightly or did not increase, the method was recognized as parity for these techniques
with existing analogues. For developed method, minimum accuracy of propaganda techniques detection
is 0.85, maximum accuracy is 0.97, average accuracy is 0.89.

The developed method has significant potential for achieving the Sustainable Development Goals
SDG No. 4 and SDG No. 16, in particular in increasing media literacy and critical thinking among the
population. This will contribute to strengthening democratic institutions and ensuring transparency in
political decision-making, which is important step in fight against disinformation and manipulation.

The directions of further research are to expand the set of detected semantic features to increase the
accuracy of detecting political propaganda techniques, the accuracy of detection of which data by the
method was determined to be insufficient. This demonstrates the potential for further optimization of
the method for these specific political propaganda techniques.

Declaration on Generative AI: The authors have not employed any Generative AI tools.
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