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Abstract
Expert systems in medicine support doctors in analyzing medical data. Such a system is based on 
artificial intelligence methods, where expert data is used to train the model. In this paper, we present 
the architecture of an expert system for the classification of computed tomography (CT) images in the 
detection of COVID-19. The architecture of a convolutional neural network was proposed, including the 
self-attention module to focus on specific features in CT images. The proposed methodology has been 
described and tested on a publicly available database to demonstrate its effectiveness. The model reached 
94% of accuracy according to the validation set.
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1. Introduction

Artificial intelligence (AI) is an innovative technology that has become extremely popular in 
recent times. One of its features may be its adaptation to various tasks and the possibility of 
obtaining very good results compared to other, classic methods. AI has been used for a long 
time as part of small aids such as image sharpening in a photo via mobile applications [1]. 
Over the last few years, thanks to ChatGPT [1] and generative or linguistic models [2], it 
turned out that artificial intelligence has enormous applications and potential for development and 
implementation  in  many  areas  of  life. Attention  should  also  be  paid  to  the  enormous 
technological progress that has resulted in the expansion of applications for various sensors 
and objects, i.e. the Internet of Things [3]. As a result, Smart Cities [4] are being built, where 
automation is a basic element in collecting data from the environment, immediate analysis and 
undertaking operations. The literature also shows that federated learning plays a large role 
[5]. The new way of training classifiers is important, especially when the data should remain 
private. Additionally, distributed learning and sharing only weights allow for increased security in 
the solutions created [6].

Thanks to such solutions, dealing with certain problems is no longer as time-consuming as it 
used to be. First of all, automation and minimizing the amount of work for humans contribute to 
the improvement of human life. Many machines used on construction sites or in factories do 
not require much human involvement. More autonomous vehicles [7], detection systems [8] 
and various analyses [9, 10, 11]. 

Figure 1: Visualization of the operation of the expert system to support medical doctor’s decision- 
making
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Medicine is an important and very delicate science where the slightest mistake can cost a 
human life, and AI is also starting to support people in various  duties [12, 13]. Artificial 
intelligence analyzes patient data, prescribes appropriate amounts  of drugs, can provide a 
second opinion to doctors, analyzes and processes data received from various devices such as 
tomographs and can even help doctors during operations. Based on the analyzed literature.

The development of artificial intelligence methods allows the creation of expert systems, i.e. 
systems based on expert knowledge and able to make decisions. Such a decision cannot replace the 
doctor, but it can support him. An example is a system using fuzzy logic and rule-based 
reasoning [14]. Another example is a system [15] based on a convolutional network, where 
knowledge transfer was used to detect disease lesions. The presented idea is presented as an 
engine in an expert system. Another example is a framework for an expert system that uses 
ensemble techniques for classification purposes [16]. Based on these observations, in this paper,  we 
propose a medical expert system architecture. The system is designed to support the doctor  in 
deciding whether the disease occurs. Convolutional networks were used for this purpose. The 
main contributions of this paper are: an expert system architecture and convolutional neural 
network with a self-attention module for CT analysis.

2. Methodology

In this section, we present the architecture of the expert system model. Then, the mathematical 
model of the classifier, which is a convolutional neural network, is described, taking into account the 
self-attention module.

2.1. Expert system

The application of artificial intelligence is mostly an expert system. Such a system is created to 
support an expert and is created based on his/her knowledge. In general, a classic expert system is 
defined as a rule-based model, but it can be also modeled with classifiers. It can be justified 
through non-numerical data, an example of which is graphic data. Moreover, attention should 
be paid to the issue of practical application, because the use of a neural network as the main



engine of the expert system allows for returning the classification result, which is understood as an 
additional opinion. The task of this system is to diagnose the patient based on his brain scans 
taken by a CT scanner. Here, AI decides based on the scans whether the patient has COVID-19 
or not. Correctly diagnosing the patient is crucial during the entire examination. An error at 
such an important stage of treatment can have disastrous consequences, such as prescribing 
inappropriate medications that may endanger the patient’s life or lead to unnecessary surgeries. Hence, 
decisions regarding a patient’s health are usually made by an experienced doctor who, thanks 
to years of study and accumulated knowledge, can truly diagnose the patient.

In the modeled system, the patient would be scanned by a doctor using a CT scanner. The 
doctor would then check the received data and describe it as belonging to a sick or healthy 
person. The database created in this way would be fed to the classifier in question, which would learn 
during the training process based on the knowledge provided by doctors. Of course, if the set is 
expanded with new medical data, the learning process can be repeated. Training the AI model 
would be repeated until the doctor concluded that the system had achieved sufficient 
effectiveness. After each training process, the doctor has access to the trained model through 
the application, which provides him with the opinion of a second expert. A visualization of 
such a model is shown in Fig. 1.

2.2. Neural network classifier

Neural networks are mathematical models inspired by the functioning of the human brain that 
receive various data and then process them [17, 18]. The main idea of a neural network can be 
described by defining the operation of a single neuron because the network is  a set of such units 
arranged in columns called layers. Assume that a given neuron will process the value 𝑥𝑖 from the 𝑖-
th neuron through the connecting synapse. We describe such a synapse with a weight value of 
𝑤𝑗 . An analyzed neuron receives two values: signal 𝑥𝑖 from the previous neuron and the weight 
value, which allows us to define the output as follows:

(1)

where 𝑓(·) is a function that scales the multiplication result to the appropriate range specified by the 
function, e.g. ReLu.If there are more neurons in the previous layer, the above formula takes 
the form:

(2)

where 𝑛 is the number of all neurons in the previous layer.
Convolutional Neural Networks (CNN) is a newer network architecture that allows processing and 
analyzing images [19, 20, 21]. Architecture is also built on layers. The first type of layer is the 
convolution one, which is based on modifying the image to extract features. The layer has a set of 
weights called a kernel or filter, usually, such a kernel can cover only a small part of the entire 
image at a time. The filter, starting from the upper left corner of the image, moves one pixel 
at a time to eventually cover the entire image. Covering each pixel involves modifying its 
value, which is accomplished by analyzing its neighbors, i.e. the previously mentioned



Figure 2: Visualization of the proposed convolutional neural network model for medical data classification

neighboring pixels. The modification using convolution will be described as follows:

(3)

where 𝐼 is an image, 𝑥 and 𝑦 are a coordinates of a given pixel on image 𝐼, 𝑘 is the size of  
neighborhoods, 𝑔 is a kernel/filter.

The second type is the pooling layer, whose task is to minimize the image size while main-
taining the most important features of objects in the images. The idea of action can be described as 
selecting a specific value at a given position relative to the neighborhood. As an example, we take 
the size of the analyzed neighborhood as 2 × 2, then the pooling layer selects the value that 
the pooling function indicates. The most commonly used values are maximum, minimum, or 
average. After selecting a given value, the layer analyzes the next position in the image. The 
third type of layer is the fully connected layer, which is composed of neurons described in Eq. 
(2).

For the expert system being built, a neural network model consisting of 14 layers was built. 
The input layer accepts images of dimension 224 × 224. Then the image from the input layer is 
passed to the convolutional  layer,  which has 32 filters  of  size  3×3 to focus on extracting relevant 
elements. This layer uses the ReLU function, i.e. rectified linear unit. The function used is based on 
leaving positive values and replacing negative values with 0. The next layer is Pooling with a 
maximum function, which focuses on removing data with the smallest values. Thanks to this 
process, the amount of calculations that the program still needs to perform is once again 
reduced. In the next steps, a set of layers is added three times: convolution and pooling. The 
difference is the number of filters in the convolutional layers, which are increased to 64, 128 and
256. The returned result from the fourth pooling layer is transferred to the attention module, 
whose task is to mark individual image elements with weights that will allow the identification of 
important features (the description of the module can be found in Sec.  2.3). The resulting 
tensor is flattened to pass it to dense layers, i.e. fully connected. The network model has three 
fully connected layers of 256, 128 and 2 neurons. The last layer has only two neurons due to 
binary classification, i.e. returning values 0 or 1, meaning "the patient is sick" or "the patient



is healthy", respectively. The first two dense layers use the ReLU function as an activation 
function, and the last one uses the softmax function, which, based on the information received 
from the previous layer, determines probability values regarding the class of the processed 
image. The model is described also in Fig. 2.

Training involves modifying weights in the entire model, including filter values in convo- 
lutional layers. For this purpose, the ADAM algorithm is used [22], which is based on the 
modification of values by determining statistical values such as moments of a selected order. 
To check the performance of the classifier, the classification accuracy as well as the loss value are 
verified. This  second metric  is  defined depending on the selected problem. For  the  binary 
problem, we use the cross-entropy function defined as:

(4)

where 𝑦 is true label and 𝑦ˆ is predicted label. However, in the context of analyzing a larger 
number of samples, here batches, then this function takes the following form:

(5)

where 𝑁 is the number of samples in the batch. The entire process should be repeated until the 
network achieves satisfactory effectiveness. The learning process is performed for a specified 
number of epochs or until previously set loss function values or accuracy are obtained.

2.3. Self-attention module

The attention module is an element of the neural network that allows you to add weighting to 
all values in the processed sample. For this purpose, the weights will have values in the range 
⟨0, 1⟩ and will be interpreted as the significance of a given value. To describe this module, it 
should be assumed that the weight values will be marked with a matrix  𝑊 ∈ R𝐷×1, where 𝐷 is 
the size of the processing matrix (sample) 𝑋 ∈ R𝑁×𝐷 (𝑁 is the number of samples in batch). The 
first step is to determine the attention score relative to the matrix, and the weights and
rescaling by the softmax function:

𝐴 = softmax(𝑋𝑊). (6)

A weighted sum is then performed along the axis elements of the given feature as:

𝑆 = 𝑔(𝑋 ⋆ 𝐴), (7)

where ⋆ means multiplying values as the Hadamard product.

3. Experiments

The tests used a database of computed tomography images from COVID10 and healthy patients 
[23, 24]. The data set consisted of 1252 scans of patients with confirmed coronavirus and 1229



(a) Covid (b) Non covid

Figure 3: Selected samples representing the class of a COVID-19 patient and a healthy patient.

scans of healthy patients (see representative images in Fig. 3). The set was randomly divided in a 
70:30 ratio, where 70% of the data was used for training purposes and the remaining 30% for 
classifier validation.  As a result,  1736 samples were obtained in the training set (876 photos 
assigned to Covid) and 745 in the validation set (376 samples belonged to sick patients and 369 to 
healthy patients). All tests were performed on a computer with the following parameters: 
NVIDIA GeForce RTX 4060 Ti, AMD Rayzen 9 7900X 12-Core and 32GB RAM.

The training process was set to 100 epochs with callbacks in case of no changes in values. 
This caused the training process to stop after 27 iterations. In Fig. 4a the effectiveness of the 
system during learning and testing is presented. The blue line represents effectiveness during 
the learning process. It can be noticed here that within the first five epochs, the system quickly 
achieved an efficiency of approximately 80%. Then it rose smoothly with small jumps. Around 
epoch 10, the classifier reached a value close to 90%. Subsequent iterations brought small jumps in the 
values, which ultimately allowed us to achieve 98% accuracy for the training set. The orange 
line shows performance when testing on the validation set. During the first 5 epochs,  he 
achieved a level of efficiency of 70%, then the effectiveness increased until epoch 10. After 
achieving effectiveness of over 80% at epoch 10, for the next 7 epochs, the effectiveness was 
measured in the range of 80% up to 90%. After the 17th epoch, the spikes in the values were 
reduced and the accuracy finally reached 94%. Analysis of the accuracy graph shows a very 
good adaptation of the classifier to the training set and, in later iterations, to the validation set.

In Fig. 4b, the loss value was shown. For the training set, we can see that the system started 
to decline rapidly within one epoch. After this one jump, the entire graph is smooth. Over the 
following eras, the number of losses continues to decrease slowly. Only after the 15th epoch, i.e. at 
the point where we saw a drop in effectiveness in the previous chart, losses increased slightly and 
then drop again, ultimately reaching a result close to zero. In the case of the validation set, the 
loss value decreases with subsequent iterations. The jumps are not as large as in the case of 
effectiveness. The largest jumps in this graph can be seen in epochs 10 to 17, precisely during 
these epochs the largest jumps in effectiveness took place in the previous graph. Eventually,



the graph reaches values close to zero. Comparing the loss and efficiency graphs, we can see 
that in both cases, the model has a smoother graph during training. Despite the differences, 
the analysis of the classifier against the validation data allows us to note that ultimately the 
classifier was quite well adapted to these data as well.

(a) Accuracy to epochs. (b) Loss values to epochs.

Figure 4: Charts of the loss function and accuracy of the classifier during the training process.

Figure 5: Confusion matrix for the validation set.

A confusion matrix was also generated for the trained model and the validation set. It is 
presented in Fig. 5. Lines marked as "true label" determine whether a given photo shows a 
scan of a person suffering from COVID-19 or not. In turn, columns marked as "predicted label"



indicate how the system assessed a given photo. Combining these two pieces of information, 
we know that the number in the first field, i.e. the field that belongs to both the Covid row 
and the column with the same name, means cases in which the system received a photo of a 
sick person and diagnosed the patient that way. The same, only for photos of healthy patients, 
applies to the number contained in the field belonging to the Non-COVID row and the column 
of the same name. The remaining two places are the number of situations when the system 
made a mistake, i.e. it received a photo of a sick person and recognized it as healthy or vice 
versa. Additionally, we also see that the intensity of the blue color means how often the model 
made a given decision. Based on the numbers and color intensity, we see that in most cases 
the model responded correctly. By comparing the number of correct answers with incorrect 
ones, we obtain a level of accuracy of 94%. In terms of other statistical values, the classifier 
was evaluated and reached a sensitivity metric of 0.93, specificity of 0.955 and precision of 
0.953. Such metrics indicate good classification results in terms of classification of COVID and 
non-COVID samples.

The proposed model in this paper is based on CNN with a self-attention module that can 
help in focusing on different features. As a consequence, the classifier can learn the features 
of a given class faster. In terms of comparison with the state of the art, 91% of accuracy was 
achieved by [25], which shows that the self-attention module can be an interesting tool in terms of 
CNN. It should be noted that the achieved values of evaluation metrics are high, although not 
ideal. To increase them, transfer learning or even feature fusion can be used.

4. Conclusion

The construction and analysis of new artificial intelligence models are important because we are 
looking for more and more accurate solutions. In the case of expert systems, knowledge and purpose 
may change, so adapting such architecture to newer solutions is crucial. This paper presents 
an expert system model using a neural classifier. The main architecture was based on creating 
knowledge in terms of medical image and its label.  Such a system was composed of  a 
convolutional neural network with a self-attention module. The addition of self-attention 
allowed the classifier to draw attention to important features of medical images. This is a kind of 
directing the classifier to weigh the pixels, which allows for achieving a very good classification 
result.  In terms of  accuracy metrics,  it  was over 94% on the validation set.  This  result  allows the 
solution to be used as a system supporting the doctor’s decision in the detection of COVID-19 
disease.

In future works, we plan to extend expert system architecture to an end-to-end model that 
could be used in a more flexible way. Also, it seems important to extend the target of the system 
to other diseases, which will allow for the expansion of its operation.
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