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Abstract
The task of generative AI authorship verification aims to determine if a text is written by a human or generated
by AI. In this paper, we treat this task as a binary classification problem and introduce a method called Tri-
Sentence Analysis (TSA). TSA captures fine-grained contextual information, enhancing the model’s ability to
identify the text’s source. Additionally, we incorporate the MPU method to improve the model’s efficiency and
differentiation for short texts.Finally, we integrated these methods into a pre-trained BERT model. On the test set,
our performance metrics for the Minimum, 25-th Quantile, Median, 75-th Quantile, and Maximum scores are
0.883, 0.936, 0.976, 0.989, and 0.999, respectively.
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1. Introduction

In Natural Language Processing (NLP), Authorship Verification is a fundamental task, with generative AI
authorship verification being particularly crucial. Its purpose is to distinguish between human-written
texts and those generated by AI, ensuring content authenticity and reliability. With PAN’s extensive
research in authorship verification [1, 2], the PAN 2024 Generative AI Authorship Verification [3, 4]
task aims to addresses this challenge. This task is organized in collaboration with the Voight-Kampff
task of the ELOQUENT [5] laboratory, adopting a builder-breaker style. PAN participants must develop
systems to differentiate between texts generated by large language models and those written by humans.

We consider the PAN 2024 generative AI authorship verification task as an AI text detection task,
aimed at distinguishing whether a text is machine-generated or human-written. In AI text detection,
models like Binoculars [6] and Fast-DetectGPT [7] make good predictions, but their performance is
unsatisfactory for short AI-generated texts. We aim to determine if targeted processing of short texts
can improve AI text detection efficiency. Therefore, we propose a deep learning-based text classification
method called Tri-Sentence Analysis (TSA). This method divides the text into multiple short segments,
each containing three sentences, and independently analyzes each segment. Then, it combines these
analyses to make a final classification of the entire text. Specifically, we divide the texts in the official
dataset into multiple short segments, each inheriting the original text’s label, and extract features from
them. By averaging the prediction values of these short segments, we determine if the original text
is AI-generated or human-written. To improve short text classification, we employ a method called
MPU [8], which enhances the efficiency of short text recognition. Finally, we use the pre-trained
language model BERT [9] to complete this task and submit our model on TIRA [10].
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2. Background

The rapid development of artificial intelligence technology has led to significant advancements in
large language models (LLMs) for text generation. These models can produce well-structured and
grammatically correct text and are widely used in various fields, including advertising, news writing,
storytelling, and code generation. However, some malicious individuals misuse LLMs for harmful
purposes, such as creating credible fake news or cheating, which misleads readers and has severe
negative societal impacts. Therefore, distinguishing AI-generated text from human-written text to
prevent abuse has become urgent. Detection methods for text generated by large models can be divided
into two main categories:

The first method is zero-shot detection, which identifies AI-generated text by directly accessing the
source model that created the text. This method does not need pre-trained datasets but uses the source
model’s output logits or loss values to determine if the text is machine-generated. Examples include
the methods by Mitchell et al. [11] and Yang et al. [12] The advantage of zero-shot detection is that it
does not require large amounts of training data and can be applied directly to new text. However, its
disadvantage is that it depends on the performance of the source model or a proxy model. If there is a
significant difference between the proxy model and the source model, the detection effectiveness may
be low.

The second method is based on deep neural network (DNN) classifiers, which detect human-written
and AI-generated text through supervised training models. The advantage of this method is that it can
improve detection performance through large amounts of training data. For example, the method by
Guo et al. [13]. However, DNN-based classifiers have high data requirements, poor generalization ability
[14], and the trained classifiers are vulnerable to backdoor attacks [15] and adversarial attacks [16].

3. System Overview

3.1. Data Preprocessing

Table 1
Overview of the datasets used in PAN 2024 Generative AI Authorship Verification task.

Dataset Quantity Label

human 1087 1
alpaca-7b 1087 0
bigscience-bloomz-7b1 1087 0
chavinlo-alpaca-13b 1087 0
gemini-pro 1087 0
gpt-3.5-turbo-0125 1087 0
gpt-4-turbo-preview 1087 0
meta-llama-llama-2-70b-chat-hf 1087 0
meta-llama-llama-2-7b-chat-hf 1087 0
mistralai-mistral-7b-instruct-v0.2 1087 0
mistralai-mixtral-8x7b-instruct-v0.1 1087 0
qwen-qwen1.5-72b-chat-8bit 1087 0
text-bison-002 1087 0
vicgalle-gpt2-open-instruct-v1 1087 0

The dataset for the author verification task in generative AI, provided by ELOQUENT and PAN
participants, includes various types of texts such as news articles, Wikipedia summaries, and fan fiction.
It covers real and fake news articles from multiple US headlines in 2021. The dataset consists of 14
JSONL files, each containing 24 topics and 1087 articles. One file is written by humans, while the other
13 files are generated by different large language models. Each file corresponds to the same row ID,
indicating the content pertains to the same topic. In total, the 14 files contain 15,218 articles, as shown



in Table 1. Label 1 indicates text written by humans, while label 0 indicates text generated by large
language models.

We integrated and categorized the dataset provided by PAN into a new dataset named "combine."
This dataset consists of two columns: "text" and "label." The "text" column represents the content of the
text, while the "label" column indicates the source of the text, with human-written texts labeled as 1
and machine-generated texts labeled as 0. The combine dataset contains a total of 15,218 articles. We
used 80% of the data labeled as 0 and 1 for training and the remaining 20% for validation, resulting in
12,174 samples for training and 3,044 samples for validation.

3.2. Method

Our objective is to split long texts into multiple short texts and determine whether the original text
was generated by AI or written by humans by analyzing features extracted from each short text.To
achieve this, we propose a deep learning-based text classification method called Tri-Sentence Analysis
(TSA). TSA works by dividing long texts into short texts, each containing three sentences, and analyzing
each independently.The combined results of these analyses are used for the final classification of the
entire text.This approach aims to capture fine-grained contextual information more effectively, thereby
improving classification accuracy. Additionally, segmenting the text reduces the burden of long texts
on the model, enhancing its stability when processing lengthy texts.

During the prediction phase, we use TSA to process new input texts in a similar manner.Each group
of three sentences is treated as a short text and input into the trained BERT model. The results of each
short text prediction are averaged with weights to classify the original text. During testing, if we need
to determine which of two texts is closer to being human-written, we apply the same method to obtain
the prediction values for each text. The text with a prediction value closer to human-written is classified
as such. We also want to enhance the model’s ability to classify short texts. Tian et al. [8] proposed a
new loss function called MPU, which improves the recognition and differentiation of AI-generated short
texts.Therefore, we modified the model’s loss function to MPU [8] to improve classification accuracy.
Our system architecture is shown in Figure 1.

Figure 1: Model skeleton of our method



4. Experiments and Results

4.1. Experimental Setting

In this work, we selected the BERT-base-uncased model, featuring 12 layers, 768 hidden units, 12
attention heads, and 110M parameters. The maximum length of the encoder was configured to 512,
with a batch size of 32. Meanwhile, we employed MPU [8] as the loss function, utilizing the Adam
optimizer with a learning rate of 5e-5. Our experiments were conducted on an A800 server. The optimal
performance was achieved after 13 epochs of training.

4.2. Experimental Setting

To evaluate the performance of our model, we used the evaluation platform provided by PAN, which
includes the following metrics:

• AUC: the conventional area under the curve score.
• c@1: rewards systems that leave complicated problems unanswered [17].
• F_0.5u: focus on deciding same-author cases correctly [18].
• F1-score: harmonic way of combining the precision, and recall of the model [19].
• Brier: Brier Score evaluates the accuracy of probabilistic predictions [20].
• Mean: The arithmetic mean of all the metrics above.

4.3. Result

We finally submitted the model to TIRA [10] for execution to obtain the final metrics. Our model,
charitable-mole_v3, performed exceptionally well in the PAN 2024 Generative AI Authorship Verification
task. Table 2 presents the outstanding performance of charitable-mole_v3 across various metrics: ROC-
AUC of 0.991, Brier of 0.991, C@1 of 0.991, F1 of 0.99, F0.5u of 0.989, and Mean of 0.99. Our model
outperformed the official baselines across all metrics and maintained strong competitiveness in the 95th
percentile among participants.

Table 3 further illustrates the average accuracy of charitable-mole_v3 across different dataset variants,
particularly on the test sets of nine variants. Our model’s Minimum value across all variants was 0.883,
with the 25-th and 75-th Quantile at 0.936 and 0.989, respectively, a Median of 0.976, and a Maximum
value of 0.999. These results significantly surpass those of all official baselines.

Compared to the quantile results of other participants, charitable-mole_v3 is close to or surpasses
the models in the 95-th quantile in most metrics and exceeds the 75-th quantile models in all metrics,
demonstrating strong competitiveness. This further proves the excellent performance of our model in
the PAN 2024 Generative AI Authorship Verification task.

5. Conclusion

This paper details our achievements in the PAN2024 generative AI author verification task. We proposed
a text classification method based on the BERT pre-trained model, called Tri-Sentence Analysis (TSA).
The TSA method can capture more fine-grained contextual information, thereby improving the accuracy
of text classification. It better understands the semantic relationships and consistency between sentences,
enhancing the model’s robustness in handling long texts. Additionally, we integrated the MPU method
to improve the efficiency of distinguishing short texts. Ultimately, our method performed excellently in
the PAN2024 generative AI author verification test set. The Minimum, 25-th Quantile, Median, 75-th
Quantile, and Maximum values were 0.883, 0.936, 0.976, 0.989, and 0.999, respectively. In the future, we
plan to further improve this method and explore its potential applications in a broader range of natural
language processing tasks to achieve higher detection efficiency and wider application.



Table 2
The final performance of our submission on PAN 2024 (Voight-Kampff Generative AI Authorship Verification)

Approach ROC-AUC Brier C@1 F1 F0.5𝑢 Mean

charitable-mole_v3 0.991 0.991 0.991 0.99 0.989 0.99

Baseline Binoculars 0.972 0.957 0.966 0.964 0.965 0.965
Baseline Fast-DetectGPT (Mistral) 0.876 0.8 0.886 0.883 0.883 0.866
Baseline PPMd 0.795 0.798 0.754 0.753 0.749 0.77
Baseline Unmasking 0.697 0.774 0.691 0.658 0.666 0.697
Baseline Fast-DetectGPT 0.668 0.776 0.695 0.69 0.691 0.704

95-th quantile 0.994 0.987 0.989 0.989 0.989 0.990
75-th quantile 0.969 0.925 0.950 0.933 0.939 0.941
Median 0.909 0.890 0.887 0.871 0.867 0.889
25-th quantile 0.701 0.768 0.683 0.657 0.670 0.689
Min 0.131 0.265 0.005 0.006 0.007 0.224

Table 3
Overview of the mean accuracy over 9 variants of the test set

Approach Minimum 25-th Quantile Median 75-th Quantile Max

charitable-mole_v3 0.883 0.936 0.976 0.989 0.999

Baseline Binoculars 0.342 0.818 0.844 0.965 0.996
Baseline Fast-DetectGPT (Mistral) 0.095 0.793 0.842 0.931 0.958
Baseline PPMd 0.270 0.546 0.750 0.770 0.863
Baseline Unmasking 0.250 0.662 0.696 0.697 0.762
Baseline Fast-DetectGPT 0.159 0.579 0.704 0.719 0.982

95-th quantile 0.863 0.971 0.978 0.990 1.000
75-th quantile 0.758 0.865 0.933 0.959 0.991
Median 0.605 0.645 0.875 0.889 0.936
25-th quantile 0.353 0.496 0.658 0.675 0.711
Min 0.015 0.038 0.231 0.244 0.252
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