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Abstract. Article is devoted to a method of automatic text summarization of the 
legal information provided in Chinese. The structure of the abstract and the 
model of its formation is considered. Two approaches are suggested. First one 
is determination of weight of separate hieroglyphs instead of words in the texts 
of documents and abstracts for sentences importance level determination 
process. Second approach is to consider a model of document as a network of 
sentences for detection of the most important sentences by parameters of this 
network. Various methods of automatic text summarization are performed and 
tested. A cosine measure and Jensen-Shannon divergence are applied as two es-
timates of quality of the paper abstracts without participation of experts. Com-
pared to other summarizing methods, given one on the basis of the suggested 
network model of the document was the best by criteria of a cosine measure and 
Jensen-Shannon's distances for abstracts which volume exceeds 2 sentences. 
The suggested approach, with minimal modifications, can be applied to texts on 
any subject of scientific, technical or news information. 

Keywords: Automatic Text Summarization, Legal Information, Chinese Lan-
guage, Cosine Measure, Jensen-Shannon Divergence. 

1 Introduction 

Processing of natural languages practically began with statement of problems of the 
artificial translation and automatic text summarization. The first fundamental works 
on automatic text summarization appeared in the middle of the last century [1]. 

The task is connected with the solution of the most important problem – reduction 
of the volumes of information consumed by the person, fight against information 
noise. This task is very relevant today due to the constant growth of the information 
space. Automatic referencing is known to all users of network search engines -¬ in 
response to the request they receive not only the title of documents, but also their 
short automatically created descriptions (snippets). Mobile users want to see a brief 
description of the articles before they go on to read more. Persons who make impor-
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tant management decisions have to familiarize themselves with thousands of docu-
ments a day, deliberately dismissing information noise.   

Now there are hundreds of industrial systems of automatic text summarization, for 
example, such packages as Office Word AutoSummarize, Mac OS X Summarize, 
IBM Tivoli Monitoring Summarization and Pruning Agent, Oracle Text, plug-ins for 
browsers Chrome, Mozilla. 

Numerous approaches to automatic text summarization are known, recently, neural 
network technologies, deep training are applied more and more widely. There are also 
numerous linguistic approaches associated with automatic parsing of sentences sub-
mitted in different languages. Traditional type of systems of automatic text summari-
zation – extractive (quasi summarizing) at which the paper consists from of the sepa-
rate, sometimes poorly connected among themselves sentences of the initial docu-
ment. He is succeeded by abstractive type of text summarizing at which the systems 
close to the systems of artificial intelligence in a short form retell contents of the ini-
tial document "by the own words". 

However, it should be noted that today still practically all industrial systems of au-
tomatic text summarization belong to extractive systems. 

It would seem, the subject of automatic text summarization of texts is already ra-
ther studied, the main results are received. However, and in this article it is about 
creation of system of automatic text summarization. 

There are several reasons for development of new system of automatic text sum-
marization. First the problem of automatic text summarization of legal information is 
solved. And it is texts which can't fully be considered free, unstructured. There is a 
structure of separate types of documents and use of the best universal systems of 
summarizing doesn't yield satisfactory results. Secondly, the authors deal with the 
texts of documents presented in Chinese, which significantly narrows the range of 
possible ready-to-use systems. For processing Chinese texts, as a rule, segmentation 
of words is required – in the Chinese language words are often not separated by sepa-
rators.   

Thirdly, the program capable in corporate system to process big data flows with an 
acceptable productivity and quality, built in the existing system of document flow has 
to be developed. 

Besides, retelling of documents in this case is unacceptable. Any "imaginations", 
liberties of retelling by the computer of legal acts it isn't admissible. Exit one – to 
develop some hybrid algorithm and, respectively, the program of extractive type ca-
pable to consider features of legal acts of the People's Republic of China. At the same 
time the program has to be capable to process separate documents which unite to big 
documentary arrays. This program has to be capable to allocate obviously set objects 
in the parts of documents marked with semantic markers, to reveal the most important 
parts of documents (including by statistical criteria), to form networks of sentences 
and to remove the necessary volume of target information in the abstract. 
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2 The Suggested Approach 

In addressing the problem, two approaches were proposed that could be considered 
new in this area. To solve the problem of determining the level of importance of indi-
vidual parts of documents (in our case, sentences) it was suggested to move to the 
definition of weight values of separate hieroglyphs, not words in the text of docu-
ments and abstracts. It was also suggested that the document model should be consi-
dered as a network of sentences to identify the most important sentences for the pa-
rameters of the network. The weight of the links of the two sentences in this network 
is determined by the weight of the common hieroglyphs included in them. 

Within the traditional statistical approach to the processing of natural languages, 
the weight of sentences is usually calculated on the basis of the estimated weights of 
lexical units (words, phrases) included in these sentences [2] - [5]. In this study it is 
proposed as such elements for the Chinese language to use separate hieroglyphs. 

The transition from the words considered in the classical model to hieroglyphs al-
lows avoiding the relatively complex procedure of words segmentation the text, 
which is inevitable with all other meaningful methods of Chinese texts automatic 
analysis. Of course, this approach is not applicable to European languages, where the 
number of different letters does not exceed several dozens. However, for the purpose 
of automatic text summarization of Chinese texts, the proposed approach provides 
acceptable results, which will be shown below.  
It is known, that in the Chinese language there are more than 40 thousand hierog-
lyphs, therefore each of them (though not always, fully reflecting a semantic unit) it is 
possible to attribute a weight value calculated on the known formulas, for example, 
TF IDF  [6]. 

TF IDF  (TF — term frequency, IDF — inverse document frequency) is a statis-
tical measure used to evaluate the importance of a word (in this case, not a word, but a 
hieroglyph) in the context of a document that is part of an array of documents. The 
weight of some hieroglyph is proportional to the number of its use in the document, 
and is inversely proportional to the frequency of occurrence of this character in all 
documents of array. 
Thus, the measure TF IDF  depends on the word t  (hieroglyph), the document d , 
the whole array of documents D, and is a product of two factors: 

     , , , ,TF IDF t d D tf t d idf t D   . 
Here the expression  ,tf t d  is the ratio of the number of occurrences of some hie-

roglyph to the total number of characters in the document (to the length of the docu-
ment, actually). Thus, the frequency of the hieroglyph within a single document is 
estimated. 
The second factor,  ,idf t D  (inverse document frequency — the reverse frequency of 
the document) is the inversion of the frequency with which some hieroglyph occurs in 
the documents of array D. 

IDF accounting allows you to reduce the weight of hieroglyphs that occur very of-
ten. There is only one IDF value for each t  within the entire array of the documents 
D: 
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In addition, unlike classical approaches to the definition of weight values of sen-
tences, a new, network model is proposed. Under this model, a non-directional net-
work is considered, with nodes appearing as separate sentences in the document, be-
tween which the links are established if they have common hieroglyphs. The weight 
of the relationship between the two sentences is defined as the sum of the weights 
common to these sentences. For this network, the weight of each sentence of the textis 
calculated as the sum of the weights of the links of all links that emanate from the 
node. Naturally, the weight of the proposals is then normalized, since long sentences 
without this procedure will on average have a deliberately greater weight. Practice has 
shown that a good normalization is the division by the logarithm of the length of the 
corresponding sentence. 

3 Automatic Text Summarization of Legal Information 

Procedures of automatic text summarization of an extractive class are based on de-
termination of weight values (importance degree) of separate sentences which, in turn, 
depend on scales of words. In the study, as weight word meanings, the classical crite-
rion TF IDF  was used though it is not only are possible for the solution of a problem 
of summarizing approach [7]. Traditionally for definition of weight word meanings 
two known algorithms were used – in the first case the weight of the sentence was 
considered as the sum of weights, rated on length of this sentence, of the words enter-
ing it, and in the second case was used, so-called, a symmetric summarizing algorithm 
[8]. In this case the weight of the sentence was defined as the sum of weights of its 
links with the previous and subsequent sentence. 
In addition, this paper proposes a network algorithm, which, unlike the second case, 
calculates the relationship not only between adjacent sentences, but also between all 
the sentences in the text. This approach, of course, is computationally more complex 
than the first two, but, as practice has shown, leads to better results. At the same time, 
the complexity of the algorithm, in the case of the considered approach of texts sum-
marization in Chinese, is compensated by the fact that instead of words (segmentation 
of which in this case is not required) are considered only separate characters. 
So let's present the basic steps of three considered algorithms of definition of weight 
values of sentences: 
Step 1. For each hieroglyph it  the value  ,iDF df t D  is calculated as the number of 
documents jd  from the documentary array D  that contain this hieroglyph, that is 

 : : .j i jDF d D t d    

Step 2.For each hieroglyph it and document d the value as frequencies  ,iTF tf t d  of 
emergence of this term in the document is calculated: 

 #
: .it d

TF
d
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Then hieroglyph weight is calculated 

log .i

D
w TF IDF TF

DF
     

Step 3.Segmentation of sentences, i.e. the text of the document is divided into sepa-
rate sentences ip and then the definition of their weight values iwp .Let's introduce 
notation: let the sentence ip of the set of sentences P  ( ip P ) consists of hieroglyphs

,i kt with weight ,i kw .Let's write in a brief form the essence of three different algo-
rithms. 
Step 4a) Algorithm of the sum of hieroglyphs weights ( tf idf ): 

,
1

1 .
ip

i i k
ki

wp w
p 

   

Step4b) Symmetrical algorithm for calculating the power of connection of the sen-
tence ip  with the nearest sentences (Nearest):  

 , 1, , 1,
1

1
log

T

i i k i k i k i k
ki

wp w w w w
p  



  , 

where T  is the general composition of the hieroglyphs of the array. If the character is 
not present in the document, its weight in it is equal to zero. 
Step 4c) Network algorithm of calculation of force of link of the sentence(Network): 

1, 1

1
log

P T

i ik jk
j ki
j i

wp w w
p  



  . 

Step 5. The weight of the sentence is corrected depending on its location in the docu-
ment. Weight values of initial and last sentences of the document artificially increase. 
 
It should be noted that the specifics of legal information, requirements to the structure 
and volume of the abstract, allowed to use the above-mentioned universal approaches 
to the solution of a private special task. 
The structure and volume of the abstract of the legal document (examples of such 
documents can be found on the website http://www.gov.cn/in the section /zhengce) 
are put forward requirements that have found their programmatic implementation: 
1. Abstract start with the title of the document, given almost without changes.  
2. The abstract notes the type of document (announcement"通告", report 

“报告",results of work "工作成果", provisions"政策"etc.). 
3. If the document indicates its purpose ("目的", "奖补目的", "调整目的", 

"普查的目的和意义", etc.), it is also reflected in the abstract. 
4. If the first or second sentence of the document identifies the subjects of appoint-

ment of documents (which is also visible by special markers), such a proposal is 
also included in the abstract. 

5. If in the title of the document or in the designation of its purpose explicitlythere 
are objects from the number of the previously known (included in the base ob-
jects table), these objects should be highlighted in the abstract. 
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6. ЕIf the document belongs to the type not subject to further processing (awards 
"表彰", announcements of bids"招标", letters "函"etc.), the abstract is considered 
prepared. 

7. All sentences containing the objects selected from the title and purpose are se-
lected from the text of the document. If such proposals are less than the required 
number (given in advance or calculated on the basis of the volume of the docu-
ment), they are presented in the abstract in the same sequence as in the primary 
document. The abstract is considered prepared. 

8. If the sentences are more than the required number, they are weighed according 
to the above algorithm (based on the results of testing the network algorithm is 
selected). After that the sentences ranked by weight and are presented in the ab-
stract in the same sequence as in the primary document. The abstract is consi-
dered prepared. 

 
According to the submitted requirements the program of automatic text summariza-
tion of the legal information provided in Chinese was developed. The web interface of 
the user of this program is given in the Figure 1. 

4 Adjacent Tasks 

Automatic text summarization of texts is one of important problems of technologies 
of the deep analysis of texts which includes some more directions, such as extraction 
of entities (Information extraction), creation of networks of words (Language Net-
works) reflecting features of subject domains, a clustering (Cluster Analysis).   
The algorithm offered for summarizing leans on some set of in advance prepared 
words reflecting the main objects presented in legal documents (for example, "人口" 
– the population, "产业" – the industry, "儿童" – children, etc.). 
At the same time, if you apply the algorithm of words segmentation, and then rank 
them, it is easy to identify the most common "extensions" of starting objects, for ex-
ample, the concept of "organization" (组织) to expand to the concept of "international 
organization" (国际组织), "public organization" (社会组织), and the concept of "de-
fense" (事业) to the concept of "people's air defense" (人民防空事业). As a result, 
the documents of the array of legal information have been put in line with the basic 
concepts that can act as "keywords", descriptors, basis for the construction of domain 
models (Subject domain). 
As one of the types of domain models can be considered a words network, the nodes 
of which correspond to separate concepts. There were proposed and implemented 
such simple rules of building this network, i.e. rules of communication between 
nodes: 

1. All objects from the base, pre-prepared list, included in one document are 
linked by links.  

2. If two objects are in N different documents, the force of link between them 
equals N.  
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3. Concepts that are extensions of concepts from the starter kit are linked with the 
corresponding basic concepts. 

 
Fig. 1. The web interface of the system of automatic summarization. 

With the help of the program Gephi (http://gephi.org) [9] the built network has been 
visualized (Figure 2) and received such parameters of the built network: number of 
nodes: 3364 (number of objects from the starting set – 220); - number of links: 10167; 
network density: 0.001; number of connected components: 6; average path length: 
3,013; average clustering factor: 0859. 

The topology features of the built network include a very large average clustering 
factor.  This is due to the ode of a large number of concepts related only to the natal 
of their concept (the absence of other neighbors), and on the other hand the strong 
cohesion of objects from the start list. The small average length of the path indicates 
that the network is a Small World [10]. 

With the help of the program Gephi also received lists of the most important nodes 
in accordance with the criterion of PageRank and the greatest hubs by the criterion of 
HITS [11] (Figure 3). 

The general view of network of words given on the Figure 2 clearly demonstrates a 
further possibility of a clustering of network, the choice of subsets – clusters from 
words (concepts). This procedure allows to allocate thematic subsets within the con-
sidered subject domain. 
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General view of words network 

 
A fragment of the words network 

Fig. 2. The web interface of the system of automatic summarization. 
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5 Methods of Results Evaluation 

To evaluate the results, two assessments of the quality of the abstract are applied 
without experts – the cosine measure and the divergence of Jensen-Shannon (Jensen – 
Shannon), the justification of which is substantiated in the work [12]. 

PageRank 
 

HITS 

Fig. 3. The web interface of the system of automatic summarization. 
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Let us explain the possibilities of using these approaches. The document's d  hierog-
lyphic dictionary is supposed to consist of N elements  1 2, ,..., Nt t t . Each hieroglyph 
corresponds to its weight, calculated according to the rule TF IDF . An array of these 
weights can be represented as a vector:  1 2, ,..., Nd w w w . Accordingly, the hierog-
lyphic dictionary of the abstract r  consists of a subset of the dictionary of the docu-
ment and the abstract can also be put in line with the vector of weight values: 

 1 2ˆ ˆ ˆ, ,..., .Nr w w w  In this case, we give a natural definition: 
, ;

ˆ
0, .

i i
i

i

w if t r
w

if t r


  
 

It is known that the scalar product of two nonzero vectors in Euclidean space A  
and B is defined by a formula: 

cosA B A B    
Here   – a corner between the considered vectors. It is natural if the direction of 

vectors coincides, the value   becomes equal to zero (respectively, cos 1  ). I.e. 
than closer cos  to unit, the direction of vectors is closer to those that is easily sub-
stantially interpreted for a case of the document and its abstract (the short summary). 
It is accepted function of proximity between vectors A  and B  to designate as 

 ,Sim A B  (from word Similarity). In case of studying of a cosine measure of prox-

imity we have: 

  1

2 2

1 1

, cos ,

n

i i
i

n n

i i
i i

A B
A BSim A B
A B

A B
 

 


  



 
 

where iA  and iB  – components of vectors A  and B , respectively. 
According to definition of a cosine measure for calculation of proximity of the 

document and the paper it is possible to use a formula: 

  1

2 2

1 1

ˆ
, ,

ˆ

N

i i
i

n n

i i
i i

w w
Sim d r

w w



 




 
 

Proceeding from the fact that 
1 1

ˆ ˆ ˆ ,
N N

i i i i
i i

w w w w
 

   we receive a formula which in is 

used at practical calculations: 

 
2

1 1

22 2

11 1

ˆ ˆ ˆ
, .

ˆ

N N
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i i
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ii i
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w w w
Sim d r
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Another used criterion for formal identification of the degree of closeness –Jensen-
Shannon divergence, which is based on the formalism of information theory and ma-
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thematical statistics, in particular, on the relative entropy of Kullback-Leibler [13], 
[14]. 

The Kulbak-Leibler entropy is generally defined as a non-negative functional, 
which is an asymmetric measure of the distance between two probability distributions 
defined on a common space of elementary events. 

The divergence distribution Q  relatively P is designated  D P Q . Distribution Q

often serves as distribution P approach. This measure of distance in the theory of 
information is also interpreted as the size of losses of information when replacing true 
distribution P to distribution Q . The functional value can be understood as the num-
ber of unaccounted information of distribution Q  if it was used for approach the dis-
tribution P . 

For discrete probability distributions  1 2, ,..., nP p p p and  1 2, ,..., nQ q q q  the Kul-
bak-Leibler entropy is defined as follows: 

 
1
log .

n
i

i
i i

pD P Q p
q

  

The entropy of Kulbak-Leibler, substantially close to the concept of distance, could 
be called a metric in the space of probability distributions, but this would be incorrect, 
since it is not symmetrical    D P Q D Q P and does not satisfy the inequality of the 
triangle. In the future, we will use Jensen-Shannon divergence (JSD), which is based 
on Kulbak-Leibler entropy, but is a metric [15], [16], so it is also called "Jensen-
Shannon distance" [17], [18], [19]. 

Jensen-Shannon's divergence is defined as follows: 

   1 ( ) ( ) ,
2

JSD P Q D P M D Q M   

where  1 .
2

M P Q   

In case of application of distance of Jensen-Shannon to a problem of assessment of 
quality of abstracts s the number of the lost information in the abstract in comparison 
with the initial document is estimated. As well as in a cosine measure, it is supposed 
that to the document d  there corresponds the vector of the hieroglyphsweights

 1 2, ,..., Nd w w w , and to the abstract r  – a vector of weight values:  1 2ˆ ˆ ˆ, ,..., .Nr w w w  
The "average" vector used in Jensen-Shannon's method is presented in the following 
form: 

 1 .
2

M d r   

Respectively, 

 
   1 1

ˆ1 1 ˆ( ) ( ) log log .1 12 2 ˆ ˆ
2 2

N N
i i

i i
i i

i i i i

w wJSD D d M D r M w w
w w w w 
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Let's consider the given sums on two areas of index values: the 1st area where hie-
roglyphs of the document and the abstract coincide and 2nd, where do not coincide, 
i.e. where ˆ 0iw  : 

1 2JSD JSD JSD  . 
In the first area, obviously, 

   
1

1 1

1 1log log 0.1 12 2
2 2

N N
i i

i i
i i

i i i i

w wJSD w w
w w w w 

   
   

     
       
   

   

In the second area, respectively, 

 
1

1 1 1

ˆ1 1 1ˆlog log .1 12 2 2
2 2

N N N
i i

i i i
i i i

i i

w wJSD w w w
w w  

   
   

      
      
   

    

Strictly speaking, the second term in the latter formula is not correct (you can con-
sider the limit of expressions under the sign of the sum of when ˆ 0iw  ), but at the 
same time, we can make a fairly obvious conclusion that the Jensen-Shannon measure 
corresponds to the loss of information when summarizing and proportional to the total 
weight of the words (in our case – characters) included in the document, but missing 
in the abstract. 

6 Comparison of Methods 

When summarizing the new idea of determination of weight values of sentences on 
the basis of weights of separate hieroglyphs, but not words as it is standard was rea-
lized. Therefore, the quality of summarizing is checked not only proceeding from 
accounting of scales of separate hieroglyphs, but also taking into account scales of the 
whole words included in the documents and abstracts to be convinced that the offered 
approach is satisfactory also by criteria of traditional systems of summarizing. Natu-
rally, this had to perform resource-intensive procedure of segmentation of words [20]. 
It should be noted that this procedure was performed only for quality check of algo-
rithms of summarizing and is not a part of these algorithms. 

The tests were conducted on a real array of legal information of the People’s Re-
public of China in the amount of 10 thousand documents. 

In Fig. 4-7 the results of the conducted tests are shown. In Fig. 4 and 6 are the re-
sults, when the models of documents and abstracts corresponded to vectors, elements 
of which - weights of individual hieroglyphs from the text of the document by 
TF IDF . In Fig. 5 and 7 – results, when elements of vectors correspond to weight 
values of words, segmented from texts of documents and abstracts. In Fig. 4 and 6 the 
results are given in accordance with the cosine measure of the proximity of the docu-
ment and the abstract, and in Fig. 5 and 7, according to the Jensen-Shannon distance. 

On the horizontal axis on all figures the number of sentences included in the ab-
stract is marked. The vertical axis shows the values of the corresponding criteria, 
which are averaged throughout the document array. It should be noted that in all ex-
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amples, as the first sentence of the abstract includes the title of the document, so the 
values with argument 1 for all four types of algorithms ( tf idf , Nearest, Network, 
Random) are the same. 

As you can see, for comparison to the three above-mentioned algorithms, the Ran-
dom method is added – compiling the abstract from the random sentences of the text 
(except for the first sentence – title). 

The test results allow to summarize: 
The proposed approaches lead to results, the quality of which is not lower, pre-

sented at the well-known conference on the analysis of texts TAC [12]. 
If the criterion of cosine measure of the proximity of the document and the abstract 

when taking into account the weight values of the individual hieroglyphs, the best 
results showed the method tf idf  (which, of course, on the sum TF IDF deter-
mined the weight of proposals, with the most significant included in the abstract), 
then by the same criteria, the proposed network method was the best way to take into 
account separate words of natural language. 

 
Fig. 4. A cosine measure of proximity of the text and abstract – accounting of the weight values 

of separate hieroglyphs. 
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Fig. 5.Jensen-Shannon's divergence of loss of information when summarizing – accounting of 

weight of separate hieroglyphs. 

 
Fig. 6. A cosine measure of proximity of the text and abstract – accounting of the weight values 

of separate words. 
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Fig. 7. Jensen-Shannon's divergence of loss of information when summarizing – accounting of 

weight of separate words. 

7 Conclusions 

We introduce a new hybrid method of automatic text summarization, covering statis-
tical and marker methods, as well as taking into account the location of sentences in 
the text of the document. The offered model of the paper abstract reflects information 
need of customers during the work with legal information. 

We brought the approach to determination of weights of separate hieroglyphs in-
stead of segmented words in the text of documents. This technique avoids the expen-
sive procedure of words segmentation required for other semantic methods of Chinese 
language processing. 

Various methods of automatic text summarization are implemented and tested. 
Summarizing on the basis of the offered network model of the document was the best 
by criteria of a cosine measure and Jensen-Shannon's distances for papers which vo-
lume exceeds 2 sentences. 

The offered approach, with minimal modifications, can be applied to texts on any 
subject of scientific, technical or news information. 
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