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Abstract

Detecting text in natural scenes is an impor-
tant prerequisite for further text recognition and
other image analysis tasks. Most of text detec-
tion methods for scene images usually use a pri-
ori knowledge of language to detect text. As a
rule such algorithms are evaluated on datasets
which contain scenes only with text in English.
This paper discusses known text detection algo-
rithms and investigates them for invariance to
the language.

1 Introduction
Recent advances in digital technology allow to take pic-
tures from a large number of mobile devices. As a re-
sult, the number of photos taken by users is increasing
every day. At the same time, we often have no annota-
tions for images except those made by the device. Text in
images provides important information about semantics
of the image. Annotated images can be used in various
applications, such as content-based image retrieval, au-
tomatic navigation, automatic translation. It is often the
case that a language of a text in an image is not known in
advance, or a single image contains text areas with text in
different languages. How to effectively detect and recog-
nize text in scene images is an actual research question.
Text detection is an important prerequisite for further text
recognition. In this paper we explore the problem of text
detection.

In this paper, we discuss several known text detection
algorithms and investigate them for invariance to a lan-
guage. Quality of the text detection algorithm greatly
depends on the shooting conditions and noise on the im-
age, but in this paper we focus on the problem of lan-
guage invariance of the algorithms in good conditions.
First, we distinguish the main common steps of these al-
gorithms. Second, we provide a theoretical estimation
of language invariance for every step of the algorithms.
Third, we perform experiments with two algorithms on
different datasets to confirm theoretical result.

2 Related work
In order to recognize text in an image, it first has to be ro-
bustly detected. Unlike text detection for document im-
ages, text detection for scenes is still a challenging task
due to the large variety of text appearance in images.
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Figure 1: Sample images with multilingual text

Text in scenes can have different variations of the font
style, size, distortion; it can have different contrast due
to different lighting conditions. The whole image can
also vary greatly. We should take into account low res-
olution, low contrast, heterogeneous background. Such
variety gives rise to various approaches to text detection.

Existing methods for scene text detection can be
broadly categorized into three groups: texture-based
methods, region-based methods and hybrid methods.

Texture-based methods extract textural features of an
image and then use machine learning techniques to iden-
tify text regions. It is common to extract textural features
of image sub-regions using a sliding window and later
classify every subregion as text or non-text. Thus these
methods tend to be slow, because an image has to be pro-
cessed at several scales. Another problem is construc-
tion of a whole text area from the coordinates of image
sub-regions classified as text. Also image quality affects
greatly these methods. Therefore, these approaches are
difficult to use on mobile devices.

Region-based methods commonly use connected
components labeling to extract components, which are
character candidates. Next, various heuristics are applied
to filter out non-character components. Remaining char-
acter candidates are grouped together to form text areas.
Usually components are grouped based on their geomet-
ric properties. After character candidates are grouped
into text, there may be additional checks to remove false
positives. This approach is the most common. Perfor-
mance of these methods mostly depends on heuristics to
filter out regions that do not contain text.

Hybrid methods exploit region detector to detect text
candidates and then segment image to extract character
candidates. After character candidates are extracted, var-
ious heuristics are applied to eliminate non-characters
as in the connected components based methods. Lastly
character candidates are grouped into text.

In this paper we consider only connected components
based methods. According to the results of the competi-
tion at the ICDAR 2013, this approach proved itself to be
more effective comparing to others. We picked methods
proposed by Yin et al. [12], Gomez et al. [5] and Chen et
al. [2] for further consideration. These algorithms have



good results on the ICDAR datasets and use different ap-
proaches to detect text. All of these methods use the
MSER algorithm for extraction of character candidates,
so it is important to describe this algorithm in details.

The MSER algorithm

Maximally Stable Extremal Region (MSER) algorithm
[7] is used for detecting character candidates in many
state-of-the-art text detection algorithms [12], [2], [5],
[11].

The input of the MSER algorithm is a grayscale image
I . The output of the algorithm is a sequence of images
(It)

255
t=0 which is created as follows. An input image I is

successively binarized with a threshold t iterating from 0
to 255. The first image in the sequence I0 is completely
black. In the next images of the sequence white areas ap-
pear and grow. And the latest image I255 is completely
white. There are also implementations of this algorithm
when a sequence is constructed conversely. So the first
image in the sequence is white and the latest image is
completely black. White areas in the sequence are called
extremal regions. For every extremal region it can be
found for how many successive images in the sequence
this region stays the same. Thus, by selecting a thresh-
old value R, we can choose regions which are exactly
the same in at least R successive images of the sequence.
Such regions are called Maximally Stable Extremal Re-
gions.

An advantage of the MSER algorithm is that it is
well applicable for finding text character candidates. The
MSER algorithm is invariant to affine transform, it can
be applied to images with low quality, it has an efficient
implementation. For example, the original implemen-
tation proposed by Matas et al. has the complexity of
O(nlog(log(n))), where n – is a number of pixels in the
image. In particular, it is important that this algorithm is
invariant to a language of text in images.

A disadvantage of the MSER is that it detects a lot of
false positives – regions that do not contain characters.
Therefore, it is necessary to apply additional checks to
eliminate non-text regions. Also the MSER is quite sen-
sitive to image blur. In case of a blurred image, some
character regions may not be separable from each other.

Overview of text detection algorithms

The algorithm proposed by Yin et al. [12] was presented
at ICDAR 2013 and got the first place in “Multi-script
Robust Reading Competition in ICDAR 2013” [6]. It
uses an approach based on the MSER algorithm to find
character glyphs.

As we mentioned before, it is possible to detect char-
acter regions with original MSER algorithm even when
an image is of poor quality. However, in this case a num-
ber of false positive character regions can be large. To
solve this problem, the algorithm by Yin et al. [12] ad-
ditionally performs parent-children elimination for the
MSER tree. It improves accuracy of finding character
regions. The main idea is to eliminate regions with very
small or very big aspect ratio. That is, if at some moment
of execution of the MSER algorithm, an extremal region
violates the aspect ratio, then this region is removed from
character candidates and is not processed further.

The next step of the algorithm is to group characters
in order to construct text candidates. Character candi-
dates are clustered into text candidates by the single-link
clustering algorithm. Parameters for clustering algo-
rithm – a distance function and a threshold are learned
simultaneously using the algorithm called “self-training
distance metric learning” which is also proposed by
the Yin et al. The parameters depend on the following
features: spatial distance, a differences between width
and height, top and bottom alignments, color difference,
stroke width difference. At the final step text candidates
are labeled by a classifier as text or non-text areas.
The following features are used to train the classifier:
smoothness, the average stroke width, stroke width
variation, height, width, and aspect ratio.

The second algorithm which we selected for analy-
sis is the algorithm proposed by Gomez et al. [5]. This
algorithm was presented at ICDAR 2013 and got sec-
ond place in “Multi-script Robust Reading Competition
in ICDAR 2013” [6].
This algorithm is a region-based algorithm and it uses the
MSER algorithm at the first step for detecting text char-
acters. The regions produced by the MSER are then fil-
tered by the following features: size, aspect ratio, stroke
width variance, and number of holes.

Next, a number of possible grouping hypotheses is
created. The hypotheses differ one from another by im-
age features. Then, these groups are analyzed based on
the theory of Gestalt, formalized in [3], and only the most
meaningful ones are kept. To construct the groups the
following features are used: geometrical features, inten-
sity and color means of the region, intensity and color
means of the outer boundary, stroke width, gradient mag-
nitude mean on the border.

To construct text candidates the single-link clustering
algorithm is used with similar features.

At the final step a classifier is used in order to filter
non-text candidates. To train the classifier the following
features are used: stroke width, area, perimeter, number
and area of holes.

Let us discuss an algorithm proposed by Chent et
al. [2]. It uses a combination of the MSER and Canny
edge detector [1] for detecting text candidates. In case
when image is blurred this combination copes well be-
cause close symbols will be distinguished by Canny de-
tector. This achieved by removing the MSER pixels out-
side the boundary formed by the Canny edges.

To filter out non-text regions the following features
are used: size, aspect ratio, number of holes, stroke
width.

For text candidates construction the single-link clus-
tering algorithm is used, as the main parameters are spa-
tial distance, width and height, aspect ratio. There is an
additional check after text candidates are built. A text
line is rejected if a significant portion of the objects are
repetitive.

At the final step text lines are split into individual
words using Otsu’s method [10].



The main common steps of text detection algorithms

In general, by analyzing some of the most efficient al-
gorithms on the ICDAR datasets, we can distinguish the
main steps which are common for every algorithm:

1. Region decomposition: text character candidates
extraction

2. Filtering regions using different heuristics to elimi-
nate non-text candidates

3. Text line formation

3 Analysis of the main steps of the algo-
rithms

In this section we discuss the main steps of the methods
and provide a theoretical estimation of their language in-
variance.

Character candidates extraction

As presented above, for the region decomposition it is
common to use the MSER algorithm. The MSER algo-
rithm depends only on the intensity of the image. Since
the text in the image tends to have equal intensity, at least
in each symbol, the result of the algorithm is independent
of language.

We can conclude that the MSER algorithm is equally
applicable for region decomposition as for images, con-
taining only one language and for images with multilin-
gual text. As the Canny edge detector is not depend on
a language, it follows that the modified MSER, proposed
by Chen et al. is also invariance to a language

Filtering of regions

Let us review every feature used for region filtering.

• Aspect ratio

Most letters of English language have aspect ratio
being close to 1, so this feature might be useful to
filter out false character candidates. To cope with
elongated letters such as ’i’ or ’l’, a threshold should
be small enough. On the one hand, this feature can
be used for many languages because even if a letter
has a very small aspect ratio and is filtered out, the
absence of this letter will not affect the grouping of
whole word at the grouping stage.

On the other hand, when an entire word is not split
into the characters it might cause difficulties in text
detection. There are languages in which every word
is continuously connected. For instance, Hindi, in
which all words are linked by continuous line. In
this case, rational use of this feature is difficult,
because words might be very long. Thus this fea-
ture has limitations and may not be used for all lan-
guages.

• Region height

Irrespective of language, height of the characters in
one word are always about the same. Therefore, this
type of filter is invariant to the language.

• Number of holes

Number of holes in the English characters and in
the hieroglyphs might be different. Therefore, this
feature requires an additional configuration for dif-
ferent languages.

• Stroke width

This feature is very important as it is shown in the
work Epshtein et al. [4]. However, the proposed im-
plementation has a limitation for the elements that
have non-parallel edges. This feature of the imple-
mentation is essential for such languages as Arabic.
Also the style of writing in Arabic language tends
to have more variation in the stroke width, thus to
achieve maximum efficiency, this feature must be
configured for different languages separately.

Text line formation

Typically, to construct text one of the two approaches is
used: methods based on machine learning and methods
based on pairing the connected components using rules.
Algorithms that use rules for pairing regions are quite
stable for different languages because the main criteria
for regions combination are spatial distance, lower and
upper alignment. This features are invariant to a lan-
guage, so all pros and cons of this approach will stay
irrespective to a language.

At the same time, as shown above, algorithms that use
machine learning techniques are using single-link clus-
tering algorithm, i.e., distance between two clusters de-
fined as the distance between two closest members of
these clusters. Usually, the problem is to determine the
distance function. For example, in the algorithm pro-
posed by Yin et al.the distance function is a weighted
sum of features where weight of each feature is deter-
mined by machine-learning techniques. To use this ap-
proach, you must have good training set. Other problem
related to machine learning algorithms is overfitting, es-
pecially if there is a need to build a training set for many
languages.

In order to emphasize the need of additional config-
uration for algorithms that perform characters grouping,
it is enough to take into account Chinese characters con-
sisting of several parts. In this case, not only characters
must be grouped but also different elements of the same
character. Therefore, weights of some features such as
upper and lower alignment, width and height of the char-
acter, relative size, should not be big. Otherwise the
probability to get an error of the second kind is increased
because parts of the character will be interpreted by the
algorithm as individual characters.

4 Empirical analysis
To confirm the theoretical estimations provided in the
previous section we will perform a series of experiments
for the two methods described in the section 2.

Descriptioin of the experiments

For the experiments two algorithms were selected: the
one proposed by Yin et al. [12], and the algorithm by



Chen et al. [2] Let us remind, that to filter out non-text
regions the first algorithm uses a machine-learning tech-
nique and the second one uses a rule-based approach.
For evaluation we used a similar approach and the same
quality measures as in the evaluation scheme of ICDAR
2013 competition. The following quality measures are
used: precision, recall and f measure. They are defined

as following: recall =
∑|G|

i=1
matchG(Gi)

|G| , precision =∑|D|
j=1

matchD(Di)

|D| , f = 2 recall·precision
recall+precision , where G is the

set of groundtruth rectangles and D is the set of esti-
mated rectangles. The matching functions are defined
as following:

matchG(Gi) = max
j=1..|D|

2 · area(Gi ∩Dj)

area(Gi) + area(Dj)
(1)

matchD(Dj) = max
i=1..|G|

2 · area(Dj ∩Gi)

area(Dj) + area(Gi)
(2)

Description of test data

In the first group of tests we run the selected algorithms
on the following datasets: MSRA-TD500, ICDAR 2011,
ICDAR 2013. ICDAR 2011 dataset contains images with
text in English only. MSRA-TD500 dataset contains im-
ages with text in English and Chinese. And ICDAR 2013
dataset contains images with multilingual text including
Indo-Aryan languages and Chinese writing.

Also we created a new dataset which contains im-
ages with multilingual text. We included images in this
dataset which are worse suited for text detection with
heuristics as in algorithms of authors Yin et al. and Chen
et al.. The majority of images of this dataset contain text
in Hindi or in Arabic with a strong variability of stroke
width, or contain text in Chinese where letters consist of
several parts.

Figure 2: Sample images from special dataset

Analysis of the experimental results

The results of every test are presented in the following
tables.

Based on the experimental results one may see that the
difference between the result on the ICDAR 2011 dataset
which contains only images with English text, and all
others, is quite big. The minimum recall is reached on
our special dataset, as it was expected.

5 Conclusion
In this work the following results were obtained.

• The most efficient text detection algorithms are dis-
cussed.

• The main common steps of text detection algo-
rithms are identified.

• Every step of text detection algorithms is analyzed
analytically for invariance to a language.

Table 1: Results on ICDAR 2011 dataset
Methods recall precision f -measure
Yin et al. 0.68 0.86 0.76
Chen et al. 0.60 0.73 0.66

Table 2: Results on MSRA-TD500 dataset
Methods recall precision f -measure
Yin et al. 0.21 0.517 0.335

Table 3: Results on ICDAR 2013 dataset
Methods recall precision f -measure
Yin et al. 0.42 0.64 0.51

Table 4: Results on special dataset
Methods recall precision f -measure
Yin et al. 0.079 0.577 0.109
Chen et al. 0.071 0.427 0.299

• Evaluated a series of experiments

During the work it was obtained that the existing set of
features may strongly depend on a language. By chang-
ing settings of the rules that are used in the algorithms
you can improve the text detection results on some pre-
defined languages.

As a possible continuation to this work it is planned to
implement a complete algorithm that solves the problem
of text detection irrespective of a language. The analysis
presented in this paper helps to identify problem pieces
of the existing algorithms. The created dataset and the
experimental results will allow to evaluate better the re-
sult of this new algorithm.
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